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ABSTRACT

We examine a pair of graph generative models for the therapeutic design of novel
drug candidates targeting SARS-CoV-2 viral proteins. Due to a sense of urgency,
we chose well-validated models with unique strengths: an autoencoder that gener-
ates molecules with similar structures to a dataset of drugs with anti-SARS activ-
ity and a reinforcement learning algorithm that generates highly novel molecules.
During generation, we explore optimization toward several design targets to bal-
ance druglikeness, synthetic accessability, and anti-SARS activity based on IC50.
This generative framework1 will accelerate drug discovery in future pandemics
through the high-throughput generation of targeted therapeutic candidates.

1 INTRODUCTION

Discovering lead candidates for SARS-CoV-2 presents a challenge to the scientific community, and
systematically developing AI-based automated workflows can accelerate the design of effective ther-
apeutic compounds with a target set of properties [You et al. (2018); Li et al. (2018); Huang et al.
(2020); Zhou et al. (2020); Horwood & Noutahi (2020); Khemchandani et al. (2020); Chenthamarak-
shan et al. (2020); Hu et al. (2020); Sivaraman et al. (2020); Joshi & Kumar (2021)]. The potential
chemical space is composed of over 1060 compounds that ideally need to be tested for the thera-
peutic design [Reymond (2015)] and discovery before identifying a lead for a given target protein
of SARS-CoV-2. However, candidates with suitable activity against specific proteins only narrows
the search space to 104 − 105 compounds. There is a need for rapid development of machine-
learning (ML) workflows that serve as a search-and-screen process of this reduced chemical space.
Candidate molecules generated by ML models are passed to downstream verification via virtual
high-throughput drug-protein binding techniques, chemical synthesis, biochemical and biophysical
assay, and finally clinical trials [Batra et al. (2020); Smith & Smith (2020)]. In the current work, we
develop, evaluate, and compare two leading graph-generative approaches to design candidate thera-
peutic compounds targeting SARS-CoV-2 protease inhibition (Figure 1). This systematic compari-
son of two leading approaches distinguishes our work in the context of the broad effort undertaken
by the research community in its quest for novel therapeutics (see section 2 for a thorough review).

First, we train a junction-tree variational autoencoder (JT-VAE) [Jin et al. (2018)] to generate
molecules with similar structures to a curated dataset of known drugs with anti-SARS activity. The
trained JT-VAE is then used in Bayesian optimization to generate novel candidates with targeted
properties. We next examine graph-based deep reinforcement learning (DQN) [Zhou et al. (2019)]
to generate candidates that are not constrained by their structural proximity to known anti-SARS

1https://github.com/exalearn/covid-drug-design
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compounds. To benchmark the two graph generative models, we use the same set of property scor-
ing functions as optimization targets.

Contributions. The goal of our study is to perform multi-objective optimization to generate molecu-
lar candidates by considering important bioactivity properties along with druglikeness and synthetic
accessability. We focus on pIC50 (the inverse log of the half maximal inhibitory concentration,
IC50), which is an experimentally measured property that captures the potency of a therapeutic can-
didate towards a protease target, where higher values indicate exponentially more potent inhibitors.
Notably, pIC50 cannot be accurately modeled through ab initio methods [Bag & Ghorai (2016); Se-
baugh (2011)]. Our ML workflow for the high-throughput generation of therapeutic candidates with
anti-SARS activity contains the following key components: a surrogate model for pIC50 prediction,
candidate generation via JT-VAE and DQN models, and validation of top-ranking candidates against
a Drug Target Binding Affinity (DBTA) classifier [Huang et al. (2020)] to asses their potential activ-
ity against SARS-CoV-2. Alongside this paper, we release the ML workflow and a curated dataset
of drug molecules with anti-SARS activity for use by the community.

Figure 1: Depiction of workflow developed for this work. The anti-SARS database is used to train a
MPNN to predict pIC50 and the JT-VAE model. The trained MPNN is used as the scoring function
in both JT-VAE (top row) and DQN-based molecular generation (bottom). Candidate molecules are
screened by pIC50 (>8) and validated by a Drug Target Binding Affinity classifier.

2 BACKGROUND AND RELATED WORK

Biological factors in drug design. A variety of properties can be considered for lead optimization
[Copeland et al. (2006)]. Here we give an explanation of the various properties and their ideal values.
Lipinski’s Rule of Five is the standard starting place when considering properties of potential oral
drug compounds [Lipinski (2004)]. The Rule of Five identifies that molecules with no more than 5
hydrogen bond donors, no more than 10 hydrogen bond acceptors, a molecular mass under 500 Da,
and an octanol–water partition coefficient (log P) below 5 are more likely to show pharmacological
activity. LogP is a measure of lipophilicity, which provides an understanding of the behavior of a
drug in the body. More recent analysis has shown that logP values between 1 and 3 may be more
appropriate considering the effect of logP on absorption, distribution, metabolism, elimination, and
toxicology (ADMET) properties [Waring (2010)]. Though oral bioavailability is an important factor,
a sole focus on logP has the potential to screen out otherwise useful compounds [Zhang & Wilkinson
(2007)]. QED has been proposed as a more holistic druglikeness metric [Bickerton et al. (2012)],
which from 0 (low) to 1 (high). However, druglikeness does not indicate the activity or effectiveness
of a drug towards a specific target. The half maximal inhibitory concentration (IC50) provides a
quantitative measure of the potency of a compound to inhibit a specific biological process. IC50
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is obtained by measurement, and no universal ab initio method of computing its value exists. A
number of methods have been developed to approximate IC50, many based on QSPR and recently
some based on machine learning [Patankar & Jurs (2000); Bag & Ghorai (2016); Armutlu et al.
(2008); Bjerrum (2017)]. Similarity to known drugs is also an important factor in drug discovery
[Maggiora et al. (2014); Kumar & Zhang (2018)], as is the ability to synthesize the molecule, which
can be estimated by the synthetic accessibility (SA) score – from 1 (easy) to 10 (difficult) [Ertl &
Schuffenhauer (2009)].

COVID-19-focused efforts. In response to the COVID-19 pandemic, researchers have pushed to
identify marketed drugs that can be repurposed for SARS-CoV-2 treatment [Zhou et al. (2020);
Smith & Smith (2020); Gordon et al. (2020); Zhavoronkov et al. (2020); Skwark et al. (2020);
Mittal et al. (2020); Chang (2020); Chen et al. (2020); Wu et al. (2020)]. Most of these the COVID-
19-focused efforts relied on molecular simulations and docking studies to identify known drugs that
interacted with 3-chymotrypsin-like main protease (3CLpro), also called the main protease (Mpro),
of SARS-Cov-2. Machine learning (ML) approaches to drug repurposing were also reported. For
instance, Batra et al. (2020) applied an ML-based screening approach to find known compounds
with binding affinity to either the isolated SARS-CoV-2 S-protein at its host receptor region or to
the S-protein-human ACE2 interface complex. Huang et al. (2020) developed DeepPurpose, a deep
learning toolkit for drug repurposing, with the goal of recommending known candidates with high
binding affinity to target amino acid sequences.

An array of de novo design approaches specifically targeting anti-SARS-CoV-2 drugs have also been
reported. Hu et al. (2020) trained the GPT2 transformer-based model to generate SMILES strings of
potential drug candidates follow the Lipinski’s ”Rule of Five”, optimizing towards 3CLpro–target
interaction. Chenthamarakshan et al. (2020) developed the generative modeling framework CogMol
which relies upon a varitional autoencoder sampled by Controlled Latent attribute Space Sampling
(CLaSS) to design candidates optimized toward binding affinity. Born et al. (2020) amended their
PaccMann RL approach, which coupled reinforcement learning with variational autoencoders with
reinforcement learning, to generate molecules optimized towards binding affinity and pharmacolog-
ical toxicity predictors. Zhavoronkov et al. (2020) applied a similar approach of using reinforcement
learning to optimize a generative model, but examined genetic algorithms, language models, gen-
erative adversarial networks as well as autoencoders. Tang et al. (2020) applied a deep Q learning
approach with a structure-based optimization policy that targets QED, the presence of specific frag-
ments, and the presence of pharmacophores. In a novel direction, Skwark et al. (2020) focused on
the design of proteins that bind to SARS-CoV-2 in place of ACE2 using reinforcement learning.

Graph generative methods for molecule design. Heterogeneous graphs provide a natural repre-
sentation for small-molecule organic compounds, with nodes representing atoms in the molecular
structure and edges representing bonds between the atoms [Weininger (1990)]. This approach moti-
vated the exploration of graph-generative models, such as graph convolutional policy networks [You
et al. (2018)], variational autoencoders [Jin et al. (2018); Samanta et al. (2019); Jin et al. (2020)],
and variants of deep reinforcement learning [Zhou et al. (2019); Ståhl et al. (2019)], for the target-
driven optimization of drug molecules. In the current work, we develop, evaluate, and compare two
leading graph-generative approaches for candidate therapeutic compounds, variational autoencoders
and reinforcement learning, specifically targeting molecules able to inhibit the function of SARS-
CoV-2 proteins. Our focus is to understand the distinction between the variational autoencoder and
reinforcement learning approaches in terms of similarity versus novelty in the generated molecules,
as well as the optimal approach to developing a wholistic scoring function that accounts for both
druglikeness and SARS-Cov-2 protease inhibition.

3 METHOD

3.1 SURROGATE MODEL FOR PIC50 PREDICTION

We trained a message-passing neural network (MPNN) [Scarselli et al. (2008); Gilmer et al. (2017)]
to predict pIC50 (the inverse log of IC50) for a given molecular structure. Following the formalism
of Gilmer et al. (2017), our network is composed of message, update, and readout operations (eqns.
1-3) and our choices for these functions are based on networks developed by John et al. (2019) for
polymer property prediction.
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The original state of each atom (hv) and bond (αvw) in our molecule (G) is a 256-length vector with
values defined by an embedding table based on the atomic number and bond type (e.g., single, dou-
ble, aromatic). The states of these atoms are modified by eight successive “message” layers. Each
message layer uses a two-layer multi-layer perceptron (MLP) with sigmoid activations to compute
a message that uses the state of an atom (hv), the state of the neighboring atom (hw) and the bond
which joins them (αvw). The atom and bond states are updated according to the following equations:
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The atom states output from the last layer (hTv ) are used to predict the pIC50 of the molecule using a
”readout” function (R):

ŷ = R(hTv |v ∈ G) (4)

We examined several variants of the readout function in our study. We tested both “molecular
fingerprints,” where the states of each node are combined before using a multi-layer perceptron
(MLP) to reduce to compute pIC50, and an “atomic contribution,” where we combine the nodes after
MLP to compute a per-node contribution to pIC50. We experimented with the use of five different
functions to reduce the atomic state/contributions to a single value for each graph: summation, mean,
maximum, softmax, and attention. The attention functions are created by learning an attention map
by passing the node states through a MPNN. We tested all combinations of “molecular fingerprint”
vs. “atomic contribution” and the five readout functions, for a total of 10 networks, training each on
network the same 90% of our pIC50 dataset and comparing its performance on the withheld 10% of
the data. We used an MPNN that uses attention maps to reduce contributions from each atom to a
single pIC50 of a molecule in all subsequent experiments.

Junction-Tree Variational Autoencoder. We used a junction-tree variational autoencoder (JT-
VAE) [Jin et al. (2018)] to generate molecules with high proximity to anti-SARS therapeutic
molecules. The autoencoder generates novel molecular graphs by laying a tree-structured scaffold
over substructures in the molecule, which are then combined into a valid molecule using a MPNN.
JT-VAE allows for the expansion of a molecular graph through the addition of subgraphs, or “vocab-
ulary” of valid components, derived from the training set (Fig. 1). The subgraphs are used to encode
a molecule into its vector representation and decode latent vectors into valid molecular graphs. The
use of subgraphs maintains chemical validity at each step, while also incorporating chemical units
common to the training set. Chemical graphs generated from the vocabulary are structurally similar
to those in the training set, which is a benefit when attempting to design molecules with similar
properties to known drugs. We omit the details here for brevity and point the reader to Jin et al.
(2018) for details on JT construction and Kusner et al. (2017) for Bayesian optimization.

Deep Reinforcement Learning. We follow the Q-learning approach of Zhou et al. for our deep
reinforcement learning approach [Zhou et al. (2019)]. In this setting, we cast the molecule generation
problem as a Markov Decision Process (MDP) [Mnih et al. (2013)] to learn a policy network π that
determines the best sequence of actions to transform an initial molecular graph to a larger graph
with desirable properties in a step-by-step fashion (Fig. 1). At each step, we enumerate all possible
actions and select those which produce valid molecules (e.g., respect valency rules). Next, we
train a MLP to predict the value of a certain action by passing the Morgan fingerprints [Rogers &
Hahn (2010)] as input. The MLP approximates the value of an action computed using the Bellman
equation, where the score of a state and the maximum score of the subsequent state is multiplied by
a decay factor. As established with other Deep Q-Learning approaches, the addition of the value of
the next state increases the value of moves which will lead to higher future rewards.

SARS-CoV-2-specific Scoring Functions. The scoring functions described in this section are
used for both Bayesian optimization in the JT-VAE approach and reward computation for the deep
reinforcement-learning approach.
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logPP (m) = logP (m)− SA(m)− cycle(m) (5)

QEDP (m) = QED(m)− SA(m)− cycle(m) (6)

pIC50(m) =MPNN(m) (7)

pIC50 +QEDP (m) =MPNN(m) +QED(m)− SA(m)− cycle(m) (8)

Following Jin et al. (2018), we first compute a score that penalizes the partition coefficient between
octanol and water (logP) by the synthetic accessibility (SA) score (in which higher SA values are
discouraged) and the number of cycles with more than 6 atoms (eqn. 5). Considering that the Quan-
titative Estimate of Druglikeness (QED) is a more comprehensive heuristic than logP, we also use
a similar scoring function composed of QED penalized by the SA score and number of long cycles
(eqn. 6). We then examine the utility of a SARS-specific scoring function based on the pIC50 pre-
dicted by our MPNN (eqn. 7). Finally, we examine a multi-objective scoring function that includes
both pIC50 and penalized QED (eqn. 8).

4 EXPERIMENTAL ANALYSIS

The focus of our study is two fold: 1) Perform multi-objective optimization for generating thera-
peutic candidates with activity towards protease target of SARS-CoV-2, 2) Build novel yet unique
compounds by optimizing the scoring function including synthesizibility score. To this end, we are
poised to utilize best possible graph based ML models.

Dataset Preparation. We assembled and curated a protease dataset containing molecules active
against various protease in enzymatic assays from experimental pharmacology databases, such as
CheMBL, BindingDB, and ToxCat [Bento et al. (2014)]. The dataset was filtered based on pIC50
activity and potency. Molecules larger than 1,000 Dalton were removed along with non-drug like
molecules containing metals and polypeptides. In some instances, duplicate entries were generated
from multiple experimental studies, in which case we used the mean pIC50. The resulting dataset
contains SMILES strings and experimental pIC50 values of 6,545 unique molecules.

Quantitative Characterization. We computed the metrics included in our scoring functions for
each molecule in the dataset. The highest pIC50 is 10.89, while the lowest is 1.22. The most
common pIC50 is 4.0, which is shared by 320 structures, and the vast majority of structures (91.5%)
have pIC50 values greater than 4.0. LogP values range from -10.36 to 16.65 in a near Gaussian
distribution with a mean of 3.70; 77.0% of all structures meet the requirement of Lipinski’s Rule
of 5 that logP be no greater than 5. QED values range from 0.01 to 0.94, while SA values range
from 1.35 to 8.24, with 73.8% being below 4. We computed the Tanimoto similarity [Bajusz et al.
(2015)] for all pairs of compounds to gain insight into the structural diversity of molecules in our
dataset (Fig. S2). We observed that structures tend to become more similar to their neighbors as
pIC50 increases, indicating that compounds with high pIC50 values tend to be structurally similar,
supporting the consideration of molecular similarity during drug design and discovery.

Training pIC50 Surrogate Model. We found that limiting the pIC50 prediction to contributions
from only a few specific atoms in the molecule improved performance. This improved performance
can be explained by a physical mechanism. The presence or absence of a specific chemical pattern
in a molecular structure (e.g., functional groups, substituents, aromatic rings) controls binding of the
molecule to a certain portion of a target protein, while the other atoms in the molecule play a role
in determining whether the molecule will stay affixed at the target site. We hypothesize that such
contributions can have a critical effect in tuning the binding affinity, which influences pIC50.

JT-VAE Setup. We trained the JT-VAE on our dataset for 8,300 iterations with the following hy-
perparameters: hidden state dimension of 450, latent code dimension of 56, and graph message
passing depth of 3. To optimize towards the specified scoring functions, we trained a sparse Gaus-
sian process (SGP) to predict a score given the latent representation learned by the JT-VAE and then
performed 10 iterations of batched Bayesian optimization (sampling = 50) based on the expected
improvement.

DQN Setup. Our DQN approach constructs molecules atom-by-atom and bond-by-bond in a step-
wise manner. Each episode starts with either a single atom or a pre-seeded molecule and the RL
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Table 1: Properties of the top-3 molecules generated using the specified scoring function.

Scoring Function pIC50 QED logP SA Score
1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd

logPP (JT-VAE) 4.93 4.57 4.60 0.45 0.78 0.71 4.05 4.27 4.20 1.70 2.08 2.08
logPP (DQN) 6.10 8.17 4.98 0.04 0.07 0.11 13.86 12.64 12.52 3.59 2.97 2.93
QEDP (JT-VAE) 4.15 4.23 4.71 0.91 0.84 0.91 3.72 2.19 2.20 1.80 1.71 2.25
QEDP (DQN) 6.80 6.80 6.80 0.77 0.77 0.77 3.46 3.46 3.46 2.05 2.05 2.05
pIC50 (JT-VAE) 10.22 10.07 10.07 0.15 0.12 0.12 4.86 3.80 3.06 4.52 4.94 4.98
pIC50 (DQN) 10.57 10.56 10.39 0.09 0.11 0.41 1.51 2.03 −0.44 6.90 6.71 5.57
pIC50+QEDP (JT-VAE) 8.58 5.98 8.18 0.83 0.87 0.70 4.02 3.37 3.82 1.93 1.74 1.50
pIC50+QEDP (DQN) 10.27 10.27 10.27 0.80 0.80 0.80 3.02 3.02 3.02 2.90 2.90 2.90

agent is allowed up to 40 steps to construct an optimized molecule. A move is determined either
randomly or by the Q-function model. We update the model to predict the move after each step in
each episode and, as this model improves during training, we gradually reduce the probability that
a random move is chosen over the model prediction. If we start with a single atom approach the
DQN finds tens of thousands of candidate molecules that needed to be optimized. Starting from
a pre-seeded molecule led to an increased number of molecules generated with high pIC50, while
starting from a single atom produced molecules with higher QED, as shown in Fig. S3.

Comparative Effect of the Scoring Function. Table 1 shows the top-3 molecules generated by the
two generative models with each scoring function. DQN always outperforms JT-VAE in finding a
molecule with a superior value of the scoring function being optimized. The performance disparity
is particularly apparent when optimizing for logP: the maximum logP from DQN is 12.6 compared
to only 4.1 for JT-VAE. We attribute the difference in performance to JT-VAE implicitly sampling
from a distribution of drug-like molecules which typically have logP values between -0.4 and 5.6,
while DQN has no such constraints. However, the JT-VAE-generated molecules have consistently
better QED and SA scores even when those values are not explicitly optimized for. The molecules
in our dataset were experimentally synthesized, leading the SA scores of these molecules to be quite
low. Likewise, because they are drug molecules, their QED are high. This leads JT-VAE to generate
similar molecules with high QED and low SA scores. On the other hand, the RL agent uses no
information about the space of experimentally studied drug candidates during its training process
and, accordingly, finds molecules far outside that region.

Overall, we find different purposes for JT-VAE and RL-based molecular optimization. JT-VAE
implicitly uses the distribution of molecules in its training set to bias towards realistic molecules,
albeit at the expense of highly novel candidates. The RL-based approach lacks such constraints and,
for better or worse, optimizes without implicitly regarding synthesizability or other characteristics
not explicitly encoded in the scoring function, leading to many more novel candidates which are
otherwise impossible to optimize toward.

Qualitative Analysis. We observed an interesting structural trend in the JT-VAE-generated
molecules optimized towards pIC50. Fig. 2 shows the structures of generated molecules with pIC50
> 8 and the anti-HIV drug Indinavir. A common backbone is shared between Indinavir and the top-6
predictions. The Tanimoto similarity of these six generated molecules against Indinavir range from
0.65 to 0.91. Indinavir has been proposed as a drug candidate to treat SARS-CoV-2 due to favorable
binding affinity to the 3-chymotrypsin-like main protease (3CLpro) that is pivotal for the replica-
tion of SARS-CoV-2 [Yoshino et al. (2020); Chang (2020); Gyebi et al. (2020); Harrison (2020)].
Notably, three of the generated molecules have a higher predicted pIC50 than Indinavir.

In silico Drug-Target Binding Affinity (DTBA) methods offer a way to evaluate drug–target in-
teractions [He et al. (2017)]. We employ a ML-based DTBA model to validate the interaction of
molecules generated by JT-VAE against 3CLpro [Chen et al. (2020)]. We trained a DBTA binary
classification model using the extended connectivity fingerprint [Rogers & Hahn (2010)] encod-
ing for the drug molecule and the target protease sequence encoding from the DeepPurpose toolkit
[Huang et al. (2020)]. The DBTA model classified 4 of the top-11 molecules (including the top-2 in
Fig. 2) with >50% probability of interaction with 3CLpro.
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10.22 0.15 4.86 4.52 10.07 0.12 3.80 4.94

10.07 0.12 3.06 4.98 8.77 0.27 2.51 4.12 8.56 0.32 3.98 3.57 8.41 0.32 3.98 3.61

8.78 0.26 2.87 4.01
pIC50 QED logP SA

Indinavir
antiretroviral protease 

inhibitor

Figure 2: Top-6 molecules generated by the JT-VAE method optimized towards pIC50.

5 CONCLUSIONS

To possibly explore the novelty and uniqueness of generated molecules, we compared two graph
generative models, JT-VAE and DQN, for the task of generating small-molecule therapeutic candi-
dates with activity against 3CLpro target of SARS-CoV-2. DQN always outperformed JT-VAE in
finding molecules with a superior value of the scoring function being optimized. However, JT-VAE
generated molecules that were more structurally similar to those in the dataset due to substructure
representation, which produced a lower SA score and logP < 5.
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SUPPLEMENTARY MATERIAL

A DATASET ANALYSIS

We computed the metrics included in our scoring functions for each molecule in the database. The
range of values can be seen in Figure S1. The highest pIC50 is 10.89, while the lowest pIC50 is
1.22. The most common pIC50 is 4.0, which is shared by 320 structures, and the vast majority of
structures (91.5%) have pIC50 values greater than 4.0. LogP values range from -10.36 to 16.65 in
a near Gaussian distribution with a mean of 3.70; 77.0% of all structures meet the requirement of
Lipinski’s Rule of 5 that logP be no greater than 5. QED values range from 0.01 to 0.94, while SA
values range from 1.35 to 8.24, with 96.3% being below 5.

Figure S1 also shows the range of properties of molecules generated by our trained JT-VAE without
optimization. In general, JT-VAE reproduced the distribution of logP, QED, pIC50, and SA scores
present in the database. The pIC50 values of the JT-VAE-generated molecules were obtained from
our trained MPNN, discussed in Section 3.1.

Figure S1: We generated 1,000 molecules using the trained JT-VAE, of which 560 were unique. The
figure shows the comparison of the QED, logP, SA score, and pIC50 of compounds in the database
and those generated by the JT-VAE. The JT-VAE reproduced the range of values present in the
database, minus outliers. The similar values indicate that the JT-VAE is able to reproduce the wide
range of structures present in the database. The pIC50 values for generated molecules were estimated
by our MPNN.

We also computed the Tanimoto similarity for all pairs of compounds to gain insight into the struc-
tural diversity of molecules in our database (Figure S2). The entries in the matrix were ordered in
increasing pIC50 values. The similarity is represented by the color bar, with yellow representing low
similarity (0) and red high similarity (1). We observe that structures tend to become more similar
to their neighbors as pIC50 increases, indicating that compounds with high pIC50 values tend to be
structurally similar, supporting the consideration of molecular similarity during drug discovery.
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Figure S2: Heat map of the Tanimoto similarity between all compounds in the database. Entries
are ordered in increasing pIC50. The Tanimoto similarity is generally higher among structures with
high pIC50 (located towards bottom right of the matrix), indicating the importance of considering
structural similarity in drug discovery.
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B EFFECTS OF PRE-SEEDING RL

Figure S3: (QED vs pIC50 for molecules generated by RL with starting from a single atom
(MolDQN) or pre-seeded with a drug-like molecule (Seeded MolDQN) optimized towards the multi-
objective scoring function in eqn. S8.
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